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Motivation and Analytics: Comparing Business and Engineering Students

Natalie M. Scala, Stella Tomasi, Andrea Goncher, Karen M. Bursic

The majority of business students consider quantitative courses as the most difficult courses in the business curriculum (Brookshire and Palocsay 2005). In recent years, data analytics has become a required business course that incorporate analytics gave the same lecture on the use of spreadsheets to analyze trendline data, assigned the same individual homework assignment, and administered an end-of-module survey. The survey was built from the established MUSIC® Model of Academic Motivation. Analysis of the student data will address differences in motivation and how the program or major impacts student perception of analytical problem solving and contributes to performance on related assignments. We discuss quantitative and qualitative differences between engineering and business majors, concluding with a discussion of future work and some strategies for educators to use when teaching analytics.

1. Introduction and Motivation

Developing quantitative and statistical skills is essential for engineering students as well as business students. The majority of business students consider quantitative courses as the most difficult courses in the business curriculum (Brookshire and Palocsay 2005). In recent years, data analytics has become a required course in many business curriculums. These courses may be newly designed or built from existing courses; Wilder and Ozgur (2015) define courses that can encompass a full business analytics program. Quantitative skills, and specifically data analytics, are also foundational course material for engineering programs. Many of these quantitative skills are taught in both programs, and the term analytics can be broadly applied to these interdisciplinary topics.

Our research aims to address two goals: (1) examine motivation of engineering and business students towards data analytics, and (2) examine differences in attitude toward data analytics between the two major groups. Thus, this research will provide insight on teaching analytical concepts to business and engineering students. In this study we attempt to answer two questions:

1. Are there differences in motivation toward analytics topics between business and engineering students?
2. How does the field of study and attitude towards analytics influence a student’s performance on data analytics assessments?

We provide insight into understanding differences between engineering and business students as well as improving student success and achievement. The research also suggests ways in which instructors can better connect with students and motivate them in both groups, especially when teaching interdisciplinary analytical topics.
Academic motivation has been regularly studied in the engineering education literature, but research is lacking in the business education literature. The motivation literature in engineering education has examined motivation in general and motivation of first year engineering students. Examples include Baillie and Fitzgerald (2000), who identified problem areas for engineering students at risk of demotivation, and Jones et al. (2010), who reported that several motivation constructs, including expectancy- and value-related beliefs, have different effects on engineering students’ achievement and career plans.

Prior studies have shown that students who leave engineering mostly do so during their first year (Besterfield-Sacre et al. 1997). Students who leave engineering often switch to business programs (Ohland et al. 2008) or general studies (Santiago and Hensel 2012). A case study from a retail operations course taught in a business school and an industrial engineering program found that engineering students chose the course to apply concepts from operations management, while business students sought a framework for analyzing and discussing concepts (Van Woensel et al. 2010).

Specifically, this research assesses and compares student motivation among business and engineering students who are learning interdisciplinary analytics. We compare students in business and engineering programs and examine average test assessment scores, average motivation, and the tie between student performance and motivation in both groups.

2. Relevant Motivation Theories

2.1. Student Attrition

Engineering students leave the major for three main reasons: (1) the field does not match student interest; (2) academic difficulty; and (3) perceived inability to succeed in major (Santiago and Hensel 2012). While business is the most common destination for students leaving engineering, engineering students still have the highest rate of persistence among disciplines, and engineering students are similar to other students in terms of classroom engagement, faculty interaction, educational outcomes, and institutional engagement (Ohland et al. 2008). If students are similarly engaged across majors, then instructors of cross-listed courses can focus their efforts on determining specific motivational interventions for students from different majors to increase persistence in their course.

2.2. MUSiC® Model of Academic Motivation

The MUSiC® Model of Academic Motivation, proposed by Jones (2009), is based on a social-cognitive theoretical framework that includes five components that instructors should consider in design: eMpowerment, Usefulness, Success, Interest, and Caring. When instructors can identify and support one or more of these components, students are more motivated to engage in their learning, which results in increased learning (Jones 2009).

Empowerment refers to the amount of perceived control that students have over their learning. This component is based on self-determination theory (Deci and Ryan 1985), where individuals who are empowered feel they have the ability to make their own choices and are responsible for the behavior they exhibit. The Usefulness component states that the content of the course should be useful to students’ short- and long-term goals, as students’ motivation is influenced by their perceptions of the usefulness of what they are learning for the future (Eren 2009). Research shows that students, regardless of major, who perceive their tasks to be less relevant to their goals are less motivated than those students who understand how the tasks are related to their future goals (Simons et al. 2004).

The third component, Success, is based on the fact that students need to believe they will succeed in the course if they have the knowledge, skills, and make sufficient effort (Jones 2009). Based on this component, the course should be challenging and provide enough clear expectations to which students can adhere to be successful. This component is similar to the self-efficacy theory where those who believe they can be successful will thus be motivated to do well (Bandura 1997). The fourth component, Interest, is based on the need to provide interesting topics and activities in the course to keep students motivated. Jones (2010) discusses two types of interest, i.e., situational and individual, which are based on Hidi and Renninger (2006). Situational is temporary and based on the environment, while individual is based on personal value and is more internally motivated. The last component, Caring, describes how students are more motivated in the course if they feel that their professor or instructor cares about their success (Jones 2010).

The MUSiC® Model of Academic Motivation has been used to assess student motivation in a variety of settings, including online instruction, engineering capstone courses, design studios, and middle school education; a full list of related studies is available in Jones (2015a). To our knowledge, the model has not been used with analytics or in a comparative study. We contribute such analysis and use the model to assess student motivation and drive when learning analytics. Such an assessment is beneficial, as students’ attitudes, interests, and values are powerful predictors of subsequent behavior (Popham 2005). Insights gained from this study can be applied to design analytics courses specialized for engineering or business students to best suit student needs, interests, and values.

3. Methodology

3.1. Sample and Study Design

To address the research questions, we examine two groups of students, i.e., business majors at a large public
institution in the Mid-Atlantic region and engineering majors at a large semi-public institution in the Northeast United States. Both universities have total enrollment between 17,000 and 23,000 students each. A total of 94 business students enrolled across three sections of a core course on analytics and project management and 79 engineering students enrolled in one section of a core course on introductory engineering analysis were asked to participate.

One engineering professor taught the engineering students, while one business professor taught two sections of the business course and another business professor taught the third business section. Consent involved contributing the student’s submission of a homework assignment to the study and participation in an online survey. The homework was an individual assignment that was part of the course at each university. Students had to submit the homework assignment and complete the survey by a certain deadline to be counted as participating.

Of the 79 engineering students, 63 completed the survey and the assessment, for a response rate of 79.7%. Of the 94 business students, 68 completed the survey and the assessment, for a response rate of 72.3%. The overall response rate for all students was 75.7%. Of the participating business students, 59% identified as male and 41% identified as female. Of the participating engineering students, 65% identified as male and 35% identified as female. For race and ethnicity, 12% of business students identified as African American, 16% as Asian, 72% as Caucasian, 1% as Hispanic, and 9% as Other. For engineering students, 8% identified as Asian, 87% as Caucasian, and 5% as Other. To mitigate differences between the student groups and universities, both groups were presented the exact same lecture notes on trendlines (a common analytics topic) using Microsoft Excel (a common analytics software package). Trendlines is an interdisciplinary concept and useful for students as a prerequisite to other courses during their collegiate study; the core business and engineering classes at each school teach trendlines as part of the analytics or quantitative skills curriculum. Excel is a common spreadsheet instructional tool in analytics courses. Popular introductory analytics textbooks incorporate Excel as the delivery method (e.g., Evans 2013, Camm et al. 2015). With Excel, students tend to be interested in lecture, as spreadsheets play a vital role in analytics and are essential to business (Grossman 2006). Excel is also commonly used in science and engineering courses (Singh and Siddiqui 2009). Slides and lecture notes for the lesson in our study were coordinated across both classes, and although the instructors were different for the two courses, the exact same material was delivered. This material included trendline theory and application examples in engineering and business fields. The content of the slides and assessment was adapted from Evans (2013), which was used as the analytics course text for the business students, and Budny (2014), which was the text for the engineering students. Student mastery and understanding of the topic were assessed via a homework assignment that was the same for both groups.

All students in this study took traditional lecture based sections, taught live by the professor. The goals of the engineering course were exposure to basic analytical, programming design, graphical, and problem solving skills, as well as problem solving using various computer tools. Major topics of the course included basic UNIX commands, HTML and MATLAB programming, linear algebra, matrix operations, and spreadsheet fundamentals. The business course focused on using data to support decision making and using project management techniques to implement change. Those course objectives addressed using standard business spreadsheet software to summarize and analyze data and build decision models. Major topics covered in the business course included work breakdown structures, Gantt Charts, network diagrams, descriptive charts and graphs, histograms, predictive models, decision trees, and the news vendor problem.

Students were given an individual homework assessment, which followed the in-class lecture. This assignment prompted the students to do the following tasks in Microsoft Excel: (1) test and determine a trendline of best fit; and (2) develop a predictive profit model. After the students submitted their individual homework assessment, they were directed to complete an online survey using an identification number to facilitate anonymity. The survey assessed motivation and attitude towards the analytics topics by including the established questions from the MUSIC Model of Academic Motivation. The timing of the assessment and survey was at the end of the module on Excel and analytics for each group. For the engineering students, this was approximately week 4 of the semester, as their course later included UNIX, HTML, and MATLAB. For the business students, this was the end of the semester, as the module on analytics began after the midterm. The timing allowed students to reflect on their experiences learning analytics; reflection is encouraged by Jones (2015b).

### 3.2. Survey and Assessment Instruments

The survey was organized into three parts: (1) questions related to demographics, including age, gender, ethnicity, and degree program; (2) questions related to motivation and relationships among expectancies, values, and achievement which are adapted from Jones et al. (2010); and (3) questions adapted from the MUSIC Model of Academic Motivation with the language adapted for “analytics” instead of “science”
(Jones 2017). We focus this study on responses provided in survey Sections (1) and (3). The literature has validated these sets of questions as predictions of motivation and learning (Jones and Skaggs 2012). All constructs in the MUSIC portion of the survey were measured using a six-point Likert scale ranging from strongly disagree to strongly agree. Although the survey is well established, we performed reliability estimates. Selected questions from the survey appear as Appendix A.

Each construct in the MUSIC® Model of Academic Motivation is defined in degrees by Jones (2017). The Empowerment construct is the degree to which the students believe they have control over their learning environment. Empowerment is based on 5 items (α = 0.910), such as “I had control over how I learned the course content,” “I had the opportunity to decide for myself how to meet the course goals,” and “I had the freedom to complete the coursework my own way.” Usefulness is the degree to which students believe the course work is useful to their future. This construct is based on 5 items (α = 0.950), such as “in general, the coursework was useful to me,” “the coursework was beneficial to me,” and “I found the coursework to be relevant to my future.” Success is the degree to which students believe they can succeed in the course work. The construct is based on 4 items (α = 0.886), such as “I was confident that I could succeed in the coursework,” and “I was capable of getting a high grade in this course.” Interest is the degree to which the student believes that the instructional methods and course are interesting and enjoyable. Six items measure this item (α = 0.925), such as “the coursework was interesting to me,” “the coursework held my attention,” and “I enjoyed completing the coursework.” The last construct is Caring, which is the degree to which students believe that the instructor cares about student success in the coursework and general well-being. Caring includes six items (α = 0.879) such as “the instructor cared about how well I did in this course,” “the instructor was respectful of me,” “the instructor was friendly,” and “I believe that the instructor cared about my feelings.”

We added Attitude as an additional construct in the survey, defined as the degree to which the student has positive or negative feelings towards analytic coursework. One question asked for personal attitude towards analytics, with options of positive and negative. In addition, we asked students to provide an open-ended response for the reason for their attitude towards analytics. We then analyzed these open-ended responses using qualitative methods to understand why students had a positive or negative attitude towards statistics and analytics.

The homework assignment, or assessment, was initially graded for the course, and the grades were incorporated into the students’ final courses grades. A teaching assistant graded the engineering students for the class grade, while the business professors graded their students. To ensure consistency, we then used an independent grader to reevaluate the assessments for every student in all classes on a 65 point scale with a rubric. For the independent grader, names were removed from the assignment and replaced by the survey ID number. Those scores were used in our analysis, with validity to the original class scores confirmed via correlation analysis. Specifically, r = 0.751 for the engineering teaching assistant and the independent grader; r = 0.847 for the first business professor and independent grader (61 students); and r = 0.660 for the second business professor and independent grader (33 students). These correlations are considered acceptable, based on Fleiss (1971). The assessment and rubric are included as Appendices B and C.

4. Model and Results

Figure 1 presents a model of our research approach.

4.1. Research Question 1: Differences in Motivation

Based on the analysis shown in Tables 1–3 we conclude that while students with positive attitudes have higher motivation and performance in general (Table 1) and motivation influences performance for those with a positive attitude (Table 2), there are few differences between engineering and business students’ motivation towards analytics, except in the Caring construct, despite significant differences in performance on the assessment between these two groups (Table 3). We discuss in detail below.

Of the 131 students who participated in the survey and assessment, 104 reported a positive attitude towards data analytics and 27 reported a negative attitude. To examine differences in motivation based on attitude, comparison of means tests were run for each MUSIC component as well as the assessment, comparing means of positive and negative students. Because the number of students with a negative attitude is fewer than 35, Kolmogorov-Smirnov normality tests were run on this sample: Usefulness and Success were both significant, implying nonnormality. As a result, two sample t tests were used for Empowerment, Interest, Caring, and the assessment, and Mann-Whitney tests were used for Usefulness and Success. Table 1 shows the results of these tests, for the five MUSIC

Figure 1. Research Model
components as well as the total assessment score. All MUSIC components are significant, implying a difference in motivation between students with positive and negative attitudes towards data analytics. There is also significant difference in assessment performance between students with positive and negative attitudes regardless of major.

For students with a positive attitude towards data analytics, a regression with the MUSIC components as predictors and the assessment score as the response is significant. Furthermore, Success and Caring are also significant in that model, implying a clear influence on assessment performance based on motivation for positive attitude students. The $R^2$ for such a regression is low, so a prediction of MUSIC constructs on assessment cannot be concluded, regardless of attitude. Such influence relationships are not concluded for students with a negative attitude towards data analytics, as the regression model is not significant for this group. Results are shown in Table 2.

We then considered students in each major. Mean values for the MUSIC components as well as the assessment score, with all students grouped by major, are presented in the first portion of Table 3. The comparison of means results shows that only Caring and the assessment differences are significant, indicating: (1) the business students perceived Caring to be higher than the engineering students; and (2) engineering students performed significantly better on the assessment.

A deeper dive into this data was done by grouping students by attitude and major. Results of those tests are presented in the remaining portion of Table 3. In this case, we see significant differences based on attitude of business students for all five MUSIC components. Significant differences also exist for Empowerment, Interest, and Caring between engineering and business students with positive attitude, as well as Success between engineering and business students with a negative attitude towards statistics and data analytics.

### 4.2. Research Question 2: Contribution of Motivation to Performance

For this question, we conclude that although assessment scores may not depend on motivation alone, there is some relationship between assessment scores and motivation as measured by the MUSIC model when moderated by major.

Again, referencing Table 3, we present difference in means tests for the total assessment score for all engineering students versus all business students, then broken down by major and attitude. Significant tests include assessment scores for engineering versus business students with positive attitudes as well as engineering versus business students with negative attitudes. Tests on students in the same major with different attitudes did not show significance.

To further examine the effect of motivation scores on performance, we performed regression analyses with the five MUSIC components as predictors and the assessment scores as responses, breaking up the data by attitude and major. Results are summarized in Table 4; the regressions are not significant. Each of the five MUSIC components, when considered in addition to the other components, have no significance in explaining the assessment score for all engineers as well as for business students with a negative attitude. For all business students, Usefulness and Success have significance in explaining the assessment score. For students with a positive attitude, Usefulness has significance for engineering students, and Interest has significance for business students. The sample size of engineers with a negative attitude ($N = 5$) is not large enough for a full regression analysis.

#### Table 1. Comparison of Means for Students with Positive vs. Negative Attitudes Towards Analytics Regardless of Major; Asterisks Denote Significance

<table>
<thead>
<tr>
<th>Component</th>
<th>Positive</th>
<th>Negative</th>
<th>t or W</th>
<th>df</th>
<th>Two-tailed $p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empowerment</td>
<td>4.108</td>
<td>3.86</td>
<td>0.548</td>
<td>2.34</td>
<td>35</td>
</tr>
<tr>
<td>Usefulness</td>
<td>4.6</td>
<td>4</td>
<td>7,524.5</td>
<td>0.0002**</td>
<td></td>
</tr>
<tr>
<td>Success</td>
<td>5</td>
<td>4.25</td>
<td>7,478.5</td>
<td>0.0005**</td>
<td></td>
</tr>
<tr>
<td>Interest</td>
<td>4.16</td>
<td>3.49</td>
<td>0.673</td>
<td>2.55</td>
<td>33</td>
</tr>
<tr>
<td>Caring</td>
<td>4.867</td>
<td>4.38</td>
<td>0.49</td>
<td>2.31</td>
<td>32</td>
</tr>
<tr>
<td>Assessment</td>
<td>47.1</td>
<td>34.3</td>
<td>12.79</td>
<td>3.66</td>
<td>40</td>
</tr>
</tbody>
</table>

#### Table 2. Regression Results with MUSIC Model Components as Predictors of Assessment Scores by Attitude; Asterisks Denote Significance

<table>
<thead>
<tr>
<th>Component</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empowerment</td>
<td>0.716</td>
<td>0.179</td>
</tr>
<tr>
<td>Usefulness</td>
<td>0.957</td>
<td>0.375</td>
</tr>
<tr>
<td>Success</td>
<td>0.030**</td>
<td>0.701</td>
</tr>
<tr>
<td>Interest</td>
<td>0.852</td>
<td>0.180</td>
</tr>
<tr>
<td>Caring</td>
<td>0.006***</td>
<td>0.355</td>
</tr>
<tr>
<td>Regression significance</td>
<td>0.023*</td>
<td>0.604</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.1228</td>
<td>0.1493</td>
</tr>
</tbody>
</table>
Table 3. Comparison of Means for MUSIC Model Components and Assessment Scores by Major as Well as by Major and Attitude; Asterisks Denote Significance

<table>
<thead>
<tr>
<th>Component</th>
<th>M</th>
<th>σ</th>
<th>Mean difference t or W</th>
<th>df</th>
<th>Two-tailed p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empowerment</td>
<td>4.137</td>
<td>4.44</td>
<td>0.886 1.04</td>
<td>-0.305</td>
<td>-1.81</td>
</tr>
<tr>
<td>Usefulness</td>
<td>4.33</td>
<td>4.36</td>
<td>0.792 1.21</td>
<td>-0.026</td>
<td>-0.15</td>
</tr>
<tr>
<td>Success</td>
<td>4.766</td>
<td>4.618</td>
<td>0.64 0.937</td>
<td>-0.148</td>
<td>1.06</td>
</tr>
<tr>
<td>Interest</td>
<td>3.929</td>
<td>4.11</td>
<td>0.914 1.16</td>
<td>-0.179</td>
<td>-0.99</td>
</tr>
<tr>
<td>Caring</td>
<td>4.585</td>
<td>4.934</td>
<td>0.7 0.861</td>
<td>-0.349</td>
<td>-2.56</td>
</tr>
<tr>
<td>Assessment</td>
<td>57.06</td>
<td>32.8</td>
<td>7.05 14.7</td>
<td>24.23</td>
<td>12.16</td>
</tr>
</tbody>
</table>

Table 4. Regression Results by Major and Attitude; Asterisks Denote Significance

<table>
<thead>
<tr>
<th>Attitude</th>
<th>All students</th>
<th></th>
<th>Positive attitude</th>
<th></th>
<th>Negative attitude</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Engineers</td>
<td>Business</td>
<td>Engineers</td>
<td>Business</td>
<td>Engineers</td>
<td>Business</td>
</tr>
<tr>
<td>N = 63</td>
<td>0.151</td>
<td>0.435</td>
<td>0.141</td>
<td>0.658</td>
<td>0.212</td>
<td></td>
</tr>
<tr>
<td>N = 68</td>
<td>0.185</td>
<td>0.214**</td>
<td>0.084</td>
<td>0.195</td>
<td>0.117</td>
<td></td>
</tr>
<tr>
<td>N = 58</td>
<td>0.195</td>
<td>0.337</td>
<td>0.181</td>
<td>0.044*</td>
<td>0.160</td>
<td></td>
</tr>
<tr>
<td>N = 46</td>
<td>0.633</td>
<td>0.058*</td>
<td>0.598</td>
<td>0.104</td>
<td>0.212</td>
<td></td>
</tr>
<tr>
<td>N = 22</td>
<td>0.759</td>
<td>0.205</td>
<td>0.760</td>
<td>0.238</td>
<td>0.666</td>
<td></td>
</tr>
<tr>
<td>Regression significance</td>
<td>0.131</td>
<td>0.143</td>
<td>0.121</td>
<td>0.163</td>
<td>0.354</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.1352</td>
<td>0.1218</td>
<td>0.1503</td>
<td>0.1731</td>
<td>0.2725</td>
<td></td>
</tr>
</tbody>
</table>

5. Qualitative Analysis on Student Attitudes

Because attitude is found to be significant with regard to student motivation, we analyzed the survey open response item in which students provided an explanation as to why they selected a positive or negative attitude towards data analytics.

The qualitative data analysis focused on categorizing and describing participants’ attitude toward data analytics. We coded the responses using a priori and emergent (or inductive) coding techniques (Patton 2002). We developed the codebook to describe student attitude using a team-based approach (Carey et al. 1996) that involved specifying each code, the contextualized definition, the inclusion criteria, and example quotes (MacQueen et al. 1998). NVivo, a software package for qualitative data analysis, was used to support our study.

The development of the codebooks used multiple coders and involved one researcher whose primary responsibility was to create, update, and revise the codebooks, and a second researcher to establish inter-coder agreement. The second researcher was also the independent grader for the student assessments. First-stage structural coding (MacQueen et al. 1998), was...
used to broadly map responses from business and engineering students to categories.

First-cycle inductive coding was applied to the textual responses for students who answered the positive attitude or negative attitude question as well as the open response item. Second-cycle coding involved using the second coder independently code the responses by applying the codebook and the NVivo software package. The results of using multiple coders involved the identification of detailed codes in each category and the updated codebook. For the final cycle, both researchers coded the participant responses, applying the updated codebook, with inconsistencies noted, discussed, and resolved. Resolution involved discussion of a particular segment that was coded differently by each researcher until a consensus was reached about where it should be placed.

We used inter-coder agreement tests to ensure reliability and performed inter-rater reliability checks using NVivo after the coding scheme was finalized. Cohen’s Kappa statistics (Cohen 1960) were calculated by dividing the number of agreements by the total number of responses. Inter-rater reliability averaged 0.87 between coders, where values greater than 0.75 are considered excellent agreement (Fleiss 1971).

Responses were then coded to indicate if the respondent identified as a business or engineering major. Six main themes emerged from the business and engineering student response sets. Individual responses were coded as “enjoyment,” “future use,” “ability,” “usability,” “technology,” and “past or present experience.” Table 5 lists the codes, subcodes, and definitions.

### 5.1. Enjoyment

The most common type of response for students was categorized as a form of the application or use of data analytics. In the free form text survey response, approximately 20% of students in this study expressed an enjoyable or positive outlook on data analytics.

### 5.2. Future Use

General perceptions of future use included analysis of large data sets, use in forecasting or predictions, understanding and making sense of information, and decision making. For example, students responded:

> “I think it’s a very beneficial way to get a lot of data in a condensed way that still makes sense.” (Business major)
>
> “Statistics and data analytics gives useful information that suggests important conclusions and supports decision making.” (Business major)
>
> “Data analytics and statistics can be useful for solving various problems in a relatively simple way.” (Engineering major)

### 5.3. Ability and Challenging or Difficult

Ability in mathematics-related fields was a more common response for engineering majors who indicated a positive attitude towards data analytics. Very few engineering majors indicated a negative attitude, and only one response identified it as challenging or difficult.

**Positive:**

> “It is easy.” “I like how easy statistics is to understand.”
>
> “Math oriented person.” (Engineering majors)

**Negative:**

> “I find it very complicated and confusing. All the input has to be exactly correct.” (Engineering major)
Conversely, business majors were less likely to explain their positive or negative attitude for their quantitative skills ability. They indicated that they found data analytics challenging or difficult for positive and negative attitudes toward data analytics. The challenging or difficult nature they identified was linked to enjoying or valuing the subject (positive attitude) and perceived lack of ability (negative attitude).

Positive: “Difficult and frustrating using excel this way but is very useful.” (Business major)
Negative: “I am bad at Math!” (Business major)

The text responses, or qualitative data, from business and engineering students about their attitude toward or perceptions of data analytics support the findings from our quantitative analysis. Based on students’ perceptions of applicability and their identified major, more business students indicated that data analytics would be useful to their career or future endeavors. Engineering students saw the value of data analytics more generally or in technical applications. The responses coded as “ability” and “future use” also support the finding that engineering students will be more successful in the course. Engineering majors were more likely to respond that they identified a strong ability in the mathematical disciplines, where business majors were more likely to identify data analytics as challenging or difficult.

5.4. Technology (Comfort with Excel, Usefulness of Excel)

The technology code emerged from participant responses related to the technology used in data analysis, i.e., Microsoft Excel. Engineering and business students, who identified Excel in their responses, held positive or negative perceptions of Excel and its application. Sample responses, highlighted below, show students’ perceptions of Excel as a good technology to analyze and understand data analytics.

Positive responses to the technology:

“Analysis is simplified greatly through the use of excel.” (Engineering major)
“Tools such as Excel can be of great use when analyzing large amounts of data.” (Engineering major)
“Problem solving with excel is very helpful.” (Business major)
“I have recently learned how to use Excel for all of these functions which has increased my understanding and ability along with ease in using.” (Engineering major)

Some students, from engineering and business majors, identified the technology as a more negative factor for them as it related to data analytics.

Negative responses to the technology:

“Sometimes them can be hard to duplicate in Excel.” (Business major)
“I am not very interested in computers.” (Engineering major)

5.5. Past or Present Experience

Some participants identified experiences (mostly), in an educational context, as a factor in their current attitude. Responses that focused on a past or present experience were identified as unfavorable or enjoyable. Example experience-based responses attributed the unfavorable experience to previous instructors, and the more favorable responses were attributed to previous statistics courses.

“I had a bad Stats Teacher.” (Business major)
“The statistics professor I had was awful and was not helpful to the students. I found that other professors that are helpful make it easier to understand.” (Business major)
“I took AP stat in high school and I liked the course.” (Engineering major)
“I enjoyed statistics in high school.” (Engineering major)

6. Implications and Future Work

Our goals with this research have been to explore differences between engineering and business students with respect to motivation and performance on analytics topics and assignments. Although we conclude that engineering students perform better on analytics assignments than business students, we cannot conclude that motivation alone is the reason for that difference; major may play a part. Although we identified influence, there was little significance between MUSIC constructs for the two groups. However, attitude plays a role, as we find a significant difference in motivation between students with positive and negative attitudes towards data analytics.

The established literature shows a connection between attitude and self-efficacy. Future work will focus on the self-efficacy constructs in our survey and exploring relationships between students’ self-efficacy and performance on analytics.

As shown in Table 3, the Caring construct in the MUSIC® Model of Academic Motivation was higher for the business students. This could be a result of the smaller class sizes in the business school. In addition, although we were careful to ensure that all three instructors used the same PowerPoint lecture notes and gave the same assignment for the assessment, we did not evaluate potential differences in instructor teaching styles. We recognize this as a limitation of the study, as subtle differences could impact student responses to the survey as well as the assessment scores.

7. Suggestions for Business and Engineering Educators

We can conclude that the most effective approach to teaching analytics differs for engineering and business students. While engineering students tend to perform better on analytics topics than business students regardless of attitude, business students can be
influenced towards a positive attitude and provided stronger motivation to perform better. Instructors must demonstrate the importance and relevance of the topic to business students and encourage them to have a positive attitude by showing a caring attitude and confidence in students’ abilities to perform well. Doing so may increase motivation and interest in learning analytics.

Because we found the Caring construct to be significantly different between engineering and business students, we note some generalities about this construct that may be significant to those teaching analytics to business students. In general, caring is predicated on action (Ellerbrock et al. 2015). Instructors should provide a sense of support and establish a connection with students. Caring instructors demand academic excellence from each student (Ellerbrock et al. 2015), and examples of caring include communicating that students are capable of doing well in class and providing sufficient help and support when necessary. Meyers (2009) identified the caring dimension as an integral part of teaching and learning in college. Abrami et al. (1997) found the “personal role” of professors to be important to students, specifically addressing professors’ concern for them and fostering interaction. Often instructors do not interact with students, which can be perceived as noncaring. Studies have shown that rapport or interaction between students and faculty is associated with greater student enjoyment of the class, improved attendance, and increased study time (Benson et al. 2005). Some suggestions to increase interaction would be to use humor in class, address students by name, converse with students before class, ask questions to solicit different viewpoints, and praise students (Gorham 1988, Edwards and Edwards 2001).

Previous studies have shown a direct link between efficacy and performance (Pajares 1992, Hutchinson 1993); this study specifically highlighted the effect of positive attitude on data analytics performance. In engineering courses, large class sizes may obscure students’ perceptions that the instructor cares about their performance and well-being. Engineering instructors can leverage students’ positive attitudes toward analytics to enhance performance in their courses. We hope this research provides engineering and business educators further insight into improving teaching and student learning of analytics.

Acknowledgments
We thank Brittany Mattheu for her assistance as our independent grader/coder and Rana Rassipour for her assistance with data collection.

Appendix A. Survey
The survey contained three major sections: (1) demographics questions, (2) questions adapted from Jones et al. (2010), and (3) questions adapted from Jones (2017). Below is a sampling of our questions.

Part 1: Demographics (included in their entirety)
Question 1. What is your age range?
- 18–25
- 26–35
- 36–45
- 46+

Question 2. What is your gender?
- Male
- Female

Question 3. What degree level are you presently registered in?
- Undergraduate
- Graduate
- Non-degree seeking student

Question 4. What is your ethnicity?
- African/American
- Asian
- Caucasian
- Hispanic
- Other

Question 5. What is your field of study?
- Business
- Engineering
- Other

Question 6. Where have you taken your most recent previous math course?
- Current university
- Another 4 year university
- Community College
- High School

Note that for this survey “data analytics” is defined as using trendlines, statistics, and other quantitative methods to analyze data with computer tools such as Microsoft Excel.

Question 7. What is your attitude towards statistics and data analytics?
- Positive
- Negative

Question 8. Please provide a reason for your attitude below:

Part 2: Questions adapted from Jones et al. (2010)
Those questions are not included here, as they were not used in this analysis. However, the questions modified the language to include “analytics” courses, instead of traditional STEM fields as used in the original questions.

Part 3: Questions adapted from Jones (2017)
The 26 questions from the MUSIC® Model of Academic Motivation were then presented, with the following instruction:

Please rate the items in this section using the following scale (6 point scale: strongly disagree to strongly agree).

The questions from Jones (2017) began with “The coursework held my attention” and ended with “I had flexibility in what I was allowed to do in this course.”

Appendix B. Assessment
Problem 1 (Adapted from Budny 2014)
Given below is a table containing four sets of experimental data. Enter these data into an Excel spreadsheet and then
Table B.1. Data for Problem 1 Budny (2014)

<table>
<thead>
<tr>
<th>x</th>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
<th>Data set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>2.00</td>
<td>0.00</td>
<td>−8.00</td>
<td>58.00</td>
</tr>
<tr>
<td>0.50</td>
<td>1.60</td>
<td>0.90</td>
<td>1.00</td>
<td>55.00</td>
</tr>
<tr>
<td>1.00</td>
<td>1.50</td>
<td>3.00</td>
<td>−6.00</td>
<td>45.00</td>
</tr>
<tr>
<td>1.50</td>
<td>0.90</td>
<td>6.00</td>
<td>−1.00</td>
<td>30.00</td>
</tr>
<tr>
<td>2.00</td>
<td>0.70</td>
<td>10.40</td>
<td>1.00</td>
<td>10.00</td>
</tr>
<tr>
<td>3.00</td>
<td>0.40</td>
<td>20.00</td>
<td>2.10</td>
<td>−41.00</td>
</tr>
<tr>
<td>4.00</td>
<td>0.27</td>
<td>40.00</td>
<td>3.90</td>
<td>−102.00</td>
</tr>
<tr>
<td>5.00</td>
<td>0.18</td>
<td>55.00</td>
<td>6.00</td>
<td>−167.00</td>
</tr>
<tr>
<td>6.00</td>
<td>0.10</td>
<td>65.00</td>
<td>8.00</td>
<td>−230.00</td>
</tr>
<tr>
<td>7.00</td>
<td>0.00</td>
<td>100.00</td>
<td>10.00</td>
<td>−285.00</td>
</tr>
<tr>
<td>8.00</td>
<td>0.04</td>
<td>120.00</td>
<td>12.00</td>
<td>−325.00</td>
</tr>
<tr>
<td>9.00</td>
<td>0.02</td>
<td>160.00</td>
<td>14.00</td>
<td>−347.00</td>
</tr>
<tr>
<td>10.00</td>
<td>0.00</td>
<td>190.00</td>
<td>16.00</td>
<td>−342.00</td>
</tr>
</tbody>
</table>

prepare individual plots of each set of data (vs. the original x data) on separate sheets in your workbook. Be sure to give each plot a title, x- and y-axis labels, and a legend. Use the x-y scatter plot option without connecting the points. Examine the plots and decide which fit is appropriate:

- Linear $y = ax + b$ (relationship appears linear when plotted using both a normal x and normal y scale)
- Exponential $y = ae^{bx}$ (relationship appears linear when the y data are plotted on a log scale)
- Power $y = ax^b$ (relationship appears linear when both the x and y data are plotted on a log scale)
- If none of the above appear as a best fit, use a polynomial to fit the data.

Assume the data is experimental and will not fit any relationship exactly. Once you think you have identified the appropriate relationship for a given set of data, use the trendline feature in Excel to add the trendline for the best fit. Select the appropriate options and be sure to display both the equation and $r^2$-squared value.

Select the appropriate options and be sure to display both the equation and $r^2$-squared value. Remember that both the exponential and power relationships require that data values of less than or equal to zero be filtered because the log of a nonpositive number is undefined. These data may need to be removed (filtered) from your analysis.

If the data are best fit with an exponential relationship (semi log), then also plot the natural log of y versus x. That is, you should create another column of data (ln y) and have two plots. Add the linear trendline displaying the equation and $r^2$-squared values to the second plot.

If the data are best fit with a power relationship (log log), then also plot the natural log of y versus the natural log of x. That is, you should create two additional columns of data (ln x and ln y) and have two plots. Add the linear trendline displaying the equation and $r^2$-squared values to the second plot.

Problem 2 (Adapted from Evans 2013)

A manufacturer of mp3 players is preparing to set the price on a new model. Demand ($D$) is thought to depend on the price ($P$) and is represented by the model:

$$D = 2,000 - 3P$$

The accounting department estimates that the total costs ($C$) can be represented by

$$C = 5,000 + 4D$$

Develop a model for the total profits (Revenues minus Costs) and represent it on an Excel spreadsheet. Use a table and a graph with $\$ on the y-axis and Demand on the x-axis to find the price at which profit is maximized.

Appendix C. Scoring Rubric

**Problem 1: Data set 1 (Exponential Fit)**

- Data plotted on scatter plot with title, axis labels, and points NOT connected
- Exponential trendline shown on plot with both fit equation and $R^2$ value displayed
- Data points with y values less than or equal to zero are filtered or removed
- LN(y) calculated for each data point
- LN(y) vs. x on second scatter plot with title, axis labels, and points not connected
- Linear trendline with fit equation and $R^2$ value displayed on plot of LN(y) vs. x

**Problem 2: Data set 2 (Power Function)**

- Data plotted on scatter plot with title, axis labels, and points NOT connected
- Power function trendline shown on plot with both fit equation and $R^2$ value displayed
- Data points with both x and y values less than or equal to zero are filtered or removed
- LN(x) and LN(y) calculated for each data point
- LN(y) vs. LN(x) on second scatter plot with title, axis labels, and points not connected
- Linear trendline with fit equation and $R^2$ value displayed on plot of LN(y) vs. LN(x)
Appendix C (Continued).

<table>
<thead>
<tr>
<th>Problem</th>
<th>Data set</th>
<th>Fit Type</th>
<th>Interaction</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 1: Data set 3 (Linear Fit)</td>
<td>Data plotted on scatter plot with title, axis labels, and points NOT connected</td>
<td>Linear function trendline shown on plot with both fit equation and $R^2$ value displayed</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Problem 1: Data set 4 (Polynomial Fit)</td>
<td>Data plotted on scatter plot with title, axis labels, and points NOT connected</td>
<td>Polynomial trendline shown on plot with both fit equation and $R^2$ value displayed</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Problem 2</td>
<td>Data organized to show profits (price, demand, revenues, costs, profits)</td>
<td>Data is correct</td>
<td>Graph shows total profits</td>
<td>Correct price is found that maximizes profits</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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