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Abstract

Handwriting is a crucial way to enhance character recognition and
learn new words. However, the Bangla characters consist of very com-
plex shapes and similar patterns. Deep learning (DL) techniques have
become a prominent solution for handwritten Bangla character recog-
nition (HBCR) due to their ability to extract high-level features from
complex data. Several DL techniques have been proposed for HBCR,
but they are computationally expensive and large in model size and
thus not suitable for use in resource-constrained devices such as smart-
phones. In this study, we have evaluated the state-of-the-art DL models
for HBCR. For this, we have used four existing datasets and created
a merged dataset (by combining the four) for cross-dataset evaluation.
We have provided a comparative performance analysis of the state-
of-the-art DL models for HBCR. Additionally, we have proposed a
new lightweight DL model for HBCR and evaluated its performance.
The proposed DL model consists of 74 layers, including sub-layers,
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and its architecture is divided into five similar blocks. It includes the
convolutional layers of (3,3) and (5,5) kernels, (1,1) stride, and the
max-pooling layer of (2,2) pool size. The proposed model achieved accu-
racy, model size, loading, and testing times of 96.87%, 13 MB, 9.11
sec, and 7.95 sec, respectively. The experimental results show that
our model outperformed state-of-the-art models in terms of efficiency
(loading and testing time) and model size with competitive accuracy.

Keywords: Handwritten character recognition, deep learning, convolutional
neural networks, Bangla character, Bangla alphabet, Bangla digit

1 Introduction

Handwritten character recognition involves identifying handwritten symbols
of a specific language and representing them in digital form using Unicode or
ASCII code. It has many applications, including the input method of different
portable devices, alphabet and digit learning, national identity (NID) num-
ber recognition, licence plate recognition, and many more [1-3]. The demand
for a personalised handwritten character recognition tool is growing rapidly.
However, handwritten character recognition is a difficult task due to the vari-
ability of handwriting in terms of person, place, time, and situation. These
challenges need to be identified and solved for accurate handwritten character
recognition systems.

Bangla is one of the most widely spoken languages in the world with about
300 million native speakers [4]. It is the national and mother language of
Bangladesh as well as the West Bengal, Tripura, and Assam states in India.
Bangla characters comprise 10 digits and an alphabet of 50 letters (11 vowels
and 39 consonants) [5] (Figure 1). The shapes of Bangla characters are compli-
cated and similar in appearance (Figure 2). Handwritten Bangla characters are
also influenced by the writer’s mood, writing style, and writing components’
quality (e.g., pen and paper). For this reason, automatic HBCR is considered a
significant challenge for researchers. In addition, the recognition of these com-
plex characters with high accuracy is in demand for many applications related
to the Bangla language, e.g., a mobile app to learn Bangla characters [6].

In the literature, a significant number of handwritten Bangla character
recognition systems have been developed to classify the Bangla letters and
digits [7-9]. Traditional machine learning (ML) models were extensively used
to recognise handwritten Bangla characters [9-11]. In ML-based handwritten
character recognition models, a feature extractor is used to extract the fea-
tures from handwritten character images. Then, the features are fed into an
ML model to train it. Finally, the trained model is tested to evaluate the recog-
nition performance. However, traditional ML-based models cannot handle a
large amount of data, and do not work on unstructured data. In recent years,
DL techniques have gained attention from researchers for HBCR [5, 12, 13].
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Fig. 1: Bangla letters (vowel and consonants) and digits. Pronunciations are
provided below each character.
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Fig. 2: Examples of similar appearance in Bangla characters.

In DL models, a separate feature extraction method is not needed as DL
algorithms can automatically extract high-level features from the dataset and
learn from those features. DL models, such as VGGNet [14], ResNet [15], and
AlexNet [16] have performed well with higher accuracy. However, few studies
have been completed on Bangla handwritten character recognition using DL
techniques [5, 12, 13]. Although most models have good recognition accuracy,
they are not lightweight in terms of size and efficiency.

In this study, the widely used state-of-the-art DL techniques are explored
for HBCR. For this, we have used four existing datasets for the performance
evaluation of the models. We also created a new merged dataset by combining
all four datasets. We have provided a comparative analysis of the performance
of the existing DL models with cross-dataset evaluation. In addition, we have
proposed a new lightweight handwritten Bangla character recognition model
using CNN. The proposed CNN model consists of 74 layers, including sub-
layers. The architecture is divided into five similar blocks. It includes the
convolutional layers of (3,3) and (5,5) kernals, (1,1) stride, and max-pooling
layer of (2,2) pool size. The combined dataset was used to evaluate the per-
formance of the proposed model. Our model was compared to the existing DL
models in terms of accuracy, efficiency (model loading and execution time),
and model size. The results presented in this study can be used as a benchmark
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for comparison in the future. The contributions of this paper are summarised
as follows:

1. We have compared five state-of-the-art DL models by evaluating their
performance for HBCR.

2. We have created a merged dataset by combining the existing four Bangla
character datasets and used those five datasets for cross-dataset evaluation
(train in one dataset and test the model in other datasets).

3. We have proposed a new lightweight deep learning model for HBCR to use
in resource-constrained devices such as smartphones.

4. We have evaluated our proposed model in terms of accuracy, efficiency, and
model size, and compared it with state-of-the-art models.

The paper is organised as follows. First, we describe the related works in
Section 2. Next, Section 3 introduces the methodology for this study, includ-
ing, dataset preparation, a description of the state-of-the-art DL architecture,
and procedures for the proposed model. Then, we present the experimen-
tal results and discussions in Section 4. Finally, the conclusion with future
research directions are drawn in Section 5.

2 Related Works

In the literature, numerous research studies have been conducted on Bangla
handwritten character recognition. This section describes the existing studies
based on Bangla handwritten character recognition using different approaches,
including conventional, machine learning (ML), and deep learning (DL).

Hasnat et al. [17] proposed an optical character recognition (OCR) method
based on machine-printed and handwritten characters. In 1994, Pal and
Chaudhuri [18] presented an OCR method to identify the character shapes
using a feature-based tree classifier. Chowdhury et al. [19] developed an
Android application to recognise the Bangla characters from images. They
used the Tesseract engine to recognise the characters by using the Lepton-
ica image processing library. Pal and Chaudhuri [20] developed automatic
handwritten Bangla digits based on features obtained from topological and
statistical feature extraction methods. Rakshit et al. [7] developed a multiple-
user recognition system for handwritten Bangla characters and digits. They
created a dataset including isolated Bangla characters and numbers gathered
from various people. They used the Tesseract OCR engine to train the data
samples and develop the recognition model.

There are several remarkable studies about Bangla handwritten digit
recognition. Liu and Suen [9] proposed a new benchmark to recognise hand-
written Bangla numeral characters using different ML algorithms. They used
the ISI digit dataset [8] to evaluate the performance of several ML techniques,
including support vector machine (SVM) and multilayer perceptron (MLP).
Bhattacharya and Chaudhuri [21] proposed a Bangla handwritten digit recog-
nition system using MLP neural networks based on wavelet features. Surinta et
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al. [10] developed a handwritten character recognition system for handwritten
Bangla numeral characters. They used a contour angular technique to extract
features from handwritten Bangla digit images and then fed the features into
an SVM classifier to recognise the numerical characters. The model obtained
an accuracy of 96.8%. A similar MLP-based handwritten Bangla digit recog-
nition system was proposed by Basu et al. [22]. Xu et al. [23] presented a
model for handwritten Bangla digit recognition using a Bayesian hierarchical
network. They used a dataset with 2000 handwritten sample images. Instead
of extracted features, they directly used the images as inputs to the model.
The model achieved an average recognition accuracy of 87.5%. Another study
used SVM to classify simple Bangla characters [11]. The model obtained an
accuracy of 88.13%.

Recently, DL techniques have gained popularity for use in handwrit-
ten Bangla character recognition [24-27]. Rabby et al. [12] developed and
implemented a lightweight convolutional neural network (CNN) to classify
handwritten Bangla digits. The CNN model was trained and tested with three
publicly available handwritten Bangla character datasets (i.e., CMATERdD,
BanglaLekha-Isolated, and ISI). The model obtained the best performance on
various datasets and was found to be very lightweight. Another CNN-based
model was proposed for handwritten Bangla and Odia digit recognition [28].
Alom et al [29] used several latest Deep CNN models for recognising Bangla
characters and digits separately. Shawon et al. [30] proposed a handwritten
Bangla digit classification system using an eighteen-layer CNN. They used the
BanglalLekha-isolated and EMNIST datasets to evaluate their model perfor-
mance. Saha et al. [31] proposed a DCNN-based model, namely, BBCNet-15
for recognising handwritten Bangla characters. The performance of the study
was evaluated on the CMATERdDb basic alphabet and digit dataset of 50
classes. Hakim et al. [13] proposed a CNN model inspired by VGG-16 for clas-
sifying handwritten Bangla characters and digits. They trained the model with
the BanglaLekha-isolated dataset and tested it with their own dataset. Rabby
et al. [5] proposed a Bangla handwritten character recognition system named
BornoNet using a simple lightweight CNN model. Their proposed model was
trained and tested on three different datasets. The same research group used
a mixed dataset of alphabets, digits, modifiers, and compound characters to
train a deep neural network (DNN) named EkushNet [32].

In recent years, there has been a growing interest in developing lightweight
CNNs to address the computational and memory requirements associated with
DL models [33-35]. These lightweight CNN architectures aim to reduce the
model size, loading, and testing time as well as increase model performance
and efficiency. Wang et al. [34] proposed a CNN pruning approach that can
identify the structural redundancy of a network and prune the unnecessary
filters in the selected layers. Wang and Li [36] developed a lightweight model
to optimise the filter redundancy in channel pruning with lookahead search
guided reinforcement learning. Knowledge distillation is an efficient approach
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for deep neural network compression that is used in machine learning to trans-
fer knowledge from a large, complex model (the teacher) to a smaller, more
compact model (the student) [37]. Recently, several studies used the Knowl-
edge distillation technique for their model compression in terms of deep neural
networks [38-41].

HBCR has been an area of active research, and deep learning (DL) tech-
niques have emerged as a prominent solution due to their ability to extract
high-level features from complex data. In the literature, many DL models
have been proposed for HBCR, showing their effectiveness in recognising the
intricate shapes and similar patterns present in Bangla characters. These mod-
els have demonstrated competitive accuracy, which is crucial for character
recognition tasks. However, a common limitation among existing models is
their computational expense and large model sizes, rendering them unsuit-
able for deployment on resource-constrained devices, such as smartphones. In
this study, we aim to address these gaps in the literature by proposing a new
lightweight DL model for HBCR. Our model consists of 74 layers, organised
into five similar blocks, and incorporates a novel combination of convolu-
tional layers with (3,3) and (5,5) kernels, (1,1) stride, and max-pooling layers
with a (2,2) pool size. The architecture is specifically designed to achieve a
balance between efficiency and accuracy, providing an optimal solution for
HBCR that outperforms existing models in terms of loading and testing times,
model size, and overall efficiency while maintaining a competitive accuracy.
Through this work, we contribute a valuable approach to HBCR, offering an
efficient solution that is well-suited for real-world applications, particularly on
resource-constrained devices.

3 Materials and Methods

3.1 Datasets and Preprocessing

In this study, we used four existing datasets: CMATERdbD [42], BanglaLekha-
Isolated [43], ISI [44] and Ekush [45]. We also combined all four datasets
to create a merged dataset for an extensive evaluation. Table 1 presents the
different attributes of the datasets. Preprocessing has a significant impact on
recognition accuracy. The goal is to make the datasets consistent and enhance
the quality of the samples using noise reduction, inversion, grayscaling, and
thresholding. Therefore, when necessary, the images were inverted to white
writing on a black background. Grayscaling, thresholding, and noise reduction
have been done on all the images.

3.2 Comparative analysis

In this study, we use and explore five high-performance state-of-the-art
CNN architectures, BornoNet [5], EkushNet [32], DenseNet, Xception, and
MobileNetV2, for a comparative analysis. We extensively evaluated the per-
formance of these five CNN architectures on all five datasets. BornoNet and
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Table 1: Bangla handwritten character datasets used in this study.

Dataset Type Number of classes Samples Total samples
CMATERdb Nphber 50 15000 21000
BanglalLekha — Isolated Izi}g)i}fabet ég ;Z;gg 118698
15 Mphaber 0 fra 61250
Blush Alphabet 0 g0 180100
Merged dataset Eiiﬁabe " ;)8 38322; 387279

EkushNet are custom CNN architectures proposed for Bangla handwritten
character recognition. A brief description of these two architectures is given
below.

BornoNet [5] consists of 13 layers with 2 sub-layers (Fig. 3). This network
is made with three layers: convolutional, pooling, and fully connected with
dropout as a regularisation method. They used three dropout layers to avoid
overfitting, and ReLLU as an activation function in the network with a softmax
function in the final output layer.
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Fig. 3: BornoNet architecture.

EkushNet [32] consists of 23 layers containing ten sub-layers (Fig. 4). Con-
volutional, max-pooling, and fully connected layers were used in this network.
Various regularisation techniques are used, including batch normalisation and
dropout. The network is divided into two parts after the fifth layer. The first
has four layers, while the second has six. These two sections are merged on the
16th layer. The final layer required the number of output nodes with Softmax
activation.

3.3 Proposed New Architecture

A model needs to be lightweight (while providing high accuracy) for use in
real-world applications, particularly, resource-constrained scenarios, such as
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max_pooling2d_3: MaxPooling2D

‘ max_pooling2d_4: MaxPooling2D ‘ ‘ dropout_6: Dropout ‘

batch_normalization_2: BatchNormalization ‘ ‘ max_pooling2d_S: MaxPooling2D ‘

Fig. 4: EkushNet architecture.

smartphones. Considering this, we develop a new CNN architecture for Bangla
handwritten character recognition (shown in Fig. 5). Our proposed architec-
ture consists of 74 layers, including sub-layers. The architecture is divided into
five similar blocks, where the input of each block is divided into three sub-
layers. First, the sub-layer has two consecutive convolutional layers of (3,3)
and (5,5) kernels. The second sub-layer has two consecutive convolutional lay-
ers of (5,5) and (3,3). And the third sub-layer has a convolutional layer. All
these sub-layers use (1,1) stride, ’same’ padding, and ’relu’ as an activation
function. These three sub-layers are then concatenated into a layer followed by
a convolutional layer of (3,3) kernel with ’valid’ padding and ’relu’ activation.
The last two block layers are batch normalisation and a max-pooling layer of
(2,2) pool size and ’same’ padding with stride 1. The number of filters in all
layers and the kernel size of the last layer are fixed in each block and different
for different blocks.

From the second block, each block has two inputs concatenated. These two
inputs are the output of its previous block and the input of its previous block.
The kernel size and number of kernels for each block are [3 x 3,64], [5 x 5, 64],
[3 x 3, 32], [6 x5, 32], and [3 x 3, 32]. After the fifth block, there is a pair
of convolutional layers with 32 filters of (5 x 5) size and a max pool layer of
2 x 2 pool size, followed by another pair of convolutional layers with 32 filters
of (3 x 3) size and a max pool layer of 2 x 2 pool size. The flatten layer is
followed by a 25% dropout layer and a batch normalisation. The final layer is
a fully connected layer with softmax activation.

4 Experimental Evaluations and Discussions

In this study, we used five state-of-the-art DL models using different datasets
and compared their performances with each other. In addition, we evaluated
the proposed model and compared its performance with other existing DL
models for all datasets used in this study.
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(a) Building lock of proposed model (b) Proposed model architecture

Fig. 5: Building block and architecture of the proposed model.
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4.1 Experimental Settings

In this study, each dataset is divided into three subsets (i.e., training, valida-
tion, and testing) with a split ratio of 80:10:10. Based on the initial testing
performance, the size of the input images to the DL models was selected as
28 x 28. This study employed ADAM as an optimisation algorithm for updat-
ing the parameters in the network, where the algorithm is popular in stochastic
optimisation due to its faster computational time compared to other optimisa-
tion algorithms [46]. The initial learning rate for DL models was set to 0.001.
However, the learning rate needs to be updated for fast convergence and bet-
ter results. A lower learning rate will take more time to converge; on the other
hand, a higher learning rate can even diverge instead of connecting. This study
used an adaptive learning rate reduction method [47] to reduce the learning
rate by monitoring validation accuracy. We applied data augmentation in our
experiment as it reduces loss and increases accuracy, and thus prevents overfit-
ting [48]. Three augmentation techniques were used to augment the datasets,
including rotation of 90°, 10% zoom, and shifting height and width. The total
epoch for each model was set to 40 with a batch size of 100.

4.2 Evaluation of Five Existing DL Models for Bangla
Character Recognition

For comparative analysis, we used five existing DL models selected for this
study. The selected DL models were trained using one of the datasets sepa-
rately and tested against the others. Thus, we can verify whether the model
trained with one dataset works well, when tested with other datasets. This
study separated digits and letters from the datasets. Thus, we evaluated the
performance of DL models using digits and letters separately.

4.2.1 Performance of DL Models Trained on CMATERdb
Dataset

Table 2 shows the performance results of five DL models (i.e., BornoNet,
EkushNet, DenseNet, Xception, and MobileNetV2) using alphabet and digit
datasets. The models were trained based on the CMATERdb dataset and
tested with the BanglaLekha, ISI, Ekush, and merged datasets. In the training
phase, the models were evaluated using several metrics, including train loss,
validation loss, train accuracy, and validation accuracy. In the testing phase,
the accuracy metric was calculated to evaluate the performance of the DL
models. In terms of evaluation metrics, the best models are shown in bold.
The accuracy for the EkushNet model was evaluated to be the highest for all
test datasets in terms of the alphabet, at 88.67% for BanglaLekha, 93.84%
for ISI, 89.50% for Ekush, and 90.08% for merged. For the CMATERdb digit
training dataset, the DenseNet model obtained the highest accuracy of 93.04%,
90.27%, and 92.85% for the BanglaLekha, Ekush, and merged test datasets,
respectively. For the ISI test dataset, the BornoNet model achieved the highest
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accuracy of 93.05%. Overall, this study found the best accuracy for the digit
datasets compared to alphabet datasets.

Table 2: Performance of models trained on CMATERdDb dataset and tested
on other datasets.

Dataset Model Train loss ~ Val loss Tra(l; )acc, Vazl%a)cc, Test accuracy (%)
o
BanglaLekha IST Ekush  Merged
BornoNet 0.0389 0.0581 98.74 98.50 87.40 93.24 86.82 88.73
; EkushNet 0.0598 0.0631 97.74 98.00 88.67 93.84 89.50 90.08
Cl\/agA};Fa%l:tdb DenseNet 0.0211 0.0639 99.42 97.58 88.07 92.48 88.89 89.42
P Xception 0.0361 0.0663 98.81 97.75 87.60 93.01 87.22 88.50
MobileNetV2 0.1428 0.2587 95.20 92.25 74.99 84.05 73.06 76.76
BornoNet 0.0230 0.0107 99.30 99.83 92.38 93.05 88.59 92.33
, . EkushNet 0.0250 0.0155 99.11 99.50 92.57 91.68 89.66 92.42
CNIAd;Fli—iRdb DenseNet 0.0150 0.0262 99.54 99.33 93.04 92.55 90.27 92.85
& Xception 0.0209 0.0173 99.31 99.33 92.70 90.36 90.15 92.43
MobileNetV2 0.0506 0.0766 98.17 97.34 90.34 84.54 87.76 89.21

4.2.2 Performance of DL Models Trained on BanglaLekha
Dataset

The performance results of DL models trained on the BanglaLekha dataset and
tested with the CMATERGdD, ISI, Ekush and merged datasets, are presented in
Table 3. The accuracy of the DenseNet model was evaluated to be the highest
for the ISI, Ekush, and merged datasets for the alphabet, at 95.49%, 95.77%,
and 96.83%, respectively. For CMATERdb, the EkushNet model achieved the
highest accuracy of 97.13%. For digits, the EkushNet model obtained the high-
est accuracy of 98.11% and 98.64% for the CMATERdD and ISI, respectively.
The DenseNet model obtained the highest accuracy of 96.14% for Ekush. The
Xception model performed best for the Merged dataset.

Table 3: Performance of models trained on BanglaLekha dataset and tested
on other datasets.

Dataset Model Train loss  Val loss l‘ra(l;u;mc. Va(l(y?)cc. Test accuracy (%)

CMATERdb IST Ekush  Merged

BornoNet 0.1499 0.2085 95.45 94.98 96.83 95.10  93.73 95.26

BanglaLekha EkushNet 0.1256 0.1902 96.13 95.50 97..13 94.85 95.38 96.20
alphabet DenseNet 0.0391 0.2293 98.71 95.58 96.80 95.49 95.77 96.83
Xception 0.0833 0.2054 97.26 95.06 96.87 94.82 95.50 96.28

MobileNetV2 0.1421 0.2184 95.54 94.07 95.80 93.60 93.96 94.85

BornoNet 0.0265 0.0449 99.18 98.68 98.10 98.53 95.85 97.96

BanglaLekha EkushNet 0.0234 0.034? 99.24 98.94 98.11 98.64 95.83 97.98
digit DenseNet 0.0133 0.0436 99.63 98.84 97.91 98.23 96.14 97.86
Xception 0.0204 0.0402 99.38 98.84 97.86 98.51 96.01 98.01

MobileNetV2 0.0316 0.0608 98.92 98.18 96.83 97.06 93.84 96.84
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4.2.3 Performance of DL Models Trained on ISI Dataset

Table 4 shows the performance results of DL models trained on the IST dataset
and tested on the CMATERdb, BanglaLekha, Ekush, and merged datasets.
The different evaluation metrics were calculated during the training and test-
ing phases. We performed the comparison of different DL models based on
test accuracy, although all evaluation metrics used in this study are shown in
Table 4. The accuracy for DenseNet model was evaluated to be the highest for
all test datasets for the alphabet, at 96.34% for the CMATERdb, 90.45% for
the BanglaLekha, 71.74% for the Ekush, and 92.14% for the merged dataset.
For the ISI digit training dataset, the DenseNet model obtained the high-
est accuracy of 97.85%, 96%, and 98.02% for the BanglaLekha, Ekush, and
merged test datasets, respectively. The EkushNet model obtained the highest
accuracy of 99.11% for the CMATERGJD test dataset.

Table 4: Performance of models trained on ISI dataset and tested on other
datasets.

ai . 0
Dataset ~ Model Train loss ~ Val loss T&a(l;)acc. Vé}l%a;c' Test accuracy (%)
CMATERdb BanglaLekha Ekush  Merged
BornoNet 0.0463 0.1112 98.40 96.97 96.10 89.59 90.22 91.25
ISI EkushNet 0.0674 0.1040 97.79 96.86 96.31 90.09 90.99 91.84
alphabet DenseNet 0.0133 0.1316 99.61 96.69 96.34 90.45 91.74 92.14
Xception 0.0342 0.1239 98.89 96.73 96.02 89.67 91.57 91.64
MobileNetV2 0.0823 0.2020 97.26 93.60 92.26 84.80 85.87 87.19
BornoNet 0.0075 0.0097 99.71 99.64 99.06 97.59 94.16 97.26
ISI EkushNet 0.0116 0.0069 99.60 99.74 99.11 97.67 95.28 97.57
digit DenseNet 0.0061 0.0147 99.76 99.48 98.96 97.85 96.00 98.02
Xception 0.0100 0.0098 99.64 99.69 98.85 97.76 95.61 97.71
MobileNetV2 0.0155 0.0189 99.47 99.38 98.90 96.61 93.67 96.62

4.2.4 Performance of DL Models Trained on Ekush Dataset

The performance results of DL models trained on the Ekush dataset and tested
on the CMATERdb, BanglaLekha, ISI, and merged datasets are shown in
Table 5. The performance evaluation metrics were calculated for DL models
to identify the best model in terms of test accuracy. According to the perfor-
mance, the EkushNet model obtained the highest accuracy for all test datasets
for the alphabet, and the accuracy was 96.36% for the CMATERdb, 93.49% for
the BanglaLekha, 93.80% for the ISI, and 95.49% for the merged test datasets.
For the Ekush digit training dataset, the EkushNet model obtained the highest
accuracy of 98.90% and 98.94% for the CMATERdAb and merged test datasets,
respectively. For the BanglaLekha test dataset, the DenseNet model obtained
the highest accuracy of 97.99%. The Xception model performed best for the
ISI test dataset with an accuracy of 98.16%.

4.2.5 Performance of DL Models Trained on Merged Dataset

To evaluate the performance of DL models for Bangla character recognition,
we trained the models using the merged dataset and tested them using the
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Table 5: Performance of models trained on Ekush dataset and tested on other
datasets.

; 0
Dataset ~ Model Train loss ~ Val loss TYa(u% )a e Va;l{;)c < Test accuracy (%)

CMATERdb  BanglaLekha IST Merged
BornoNet 0.0968 0.1173 97.28 97.46 95.51 92.25 92.70 94.53

Ekush EkushNet 0.0674 0.0929 98.04 97.99 96.36 93.49 93.80 95.49
alphabet DenseNet 0.0201 0.1096 99.40 97.89 95.17 92.73 92.99 95.27
Xception 0.0403 0.1054 98.79 97.70 92.55 90.34 90.56 93.42
MobileNetV2 0.0570 0.1142 98.29 97.82 93.99 91.37 92.00 94.11
BornoNet 0.0104 0.0264 99.60 99.58 98.63 97.81 97.41 98.82

Ekush EkushNet 0.0119 0.0188 99.63 99.74 98.90 97.80 97.93 98.94
digit DenseNet 0.0045 0.0279 99.82 99.45 98.18 97.99 97.82 98.81
Xception 0.0140 0.0155 99.52 99.51 98.83 97.94 98.16 98.86
MobileNetV2 0.0176 0.0222 99.41 99.22 98.28 97.47 96.76 98.44

CMATERdbD, BanglaLekha, ISI, and Ekush datasets. In the training and test-
ing phases, we calculated different evaluation metrics which are presented
in Table 6. The results show that the DenseNet model achieved the highest
accuracy of 98.4%, 99.32%, and 98.66% for the BanglaLekha, ISI, and Ekush
test datasets, respectively, when it was trained using the merged alphabet
dataset. However, Xception obtained the highest accuracy of 98.9% for the
CMATERAJD test dataset. For the merged digit dataset as a training dataset,
the best-performing model is Xception for the CMATERdb, ISI, and Ekush
test datasets as the model achieved the highest accuracy. For the Ekush test
dataset, EkushNet and DenseNet performed equally well, with an accuracy of
99.91% when the models were trained using the merged digit dataset.

Table 6: Performance of models trained on Merged dataset and tested on
other datasets.

Dataset ~ Model Train loss ~ Val loss Tra(i; )a(:(:. Va(l(ya)(:(:. Test accuracy (%)
Q o

CMATERdb  BanglaLekha IST Ekush
BornoNet 0.1594 0.1591 95.43 96.12 98.8 96.43 98.29  97.76
Merged EkushNet 0.1198 0,1{?70 96.61 96.67 99.17 97.66 98.79  98.32
alphabet Dense_Net 0.0399 .01622 98.69 96.62 99.40 98.40 99.32 98.66
Xception 0.0814 0.1460 97.36 96.58 99.42 98.02 99.17  98.45
MobileNetV2 0.1098 0.1556 96.62 95.81 98.75 96.74 98.30  97.76
BornoNet 0.0178 0.0216 99.40 99.49 99.86 99.66 99.79  99.90
Merged EkushNet 0.0169 0.01?0 99.47 99.42 99.83 9913'5 99.79  99.91
digit DenseNet 0.0076 0.0253 99.75 99.55 99.85 99.67 99.80  99.91
Xception 0.0125 0.0216 99.54 99.52 99.91 99.72 99.84  99.90
MobileNetV2 0.0153 0.0255 99.47 99.25 99.90 99.49 99.73  99.80

4.3 Performance of the Proposed Model

In this study, the performance of the proposed model was compared to the
performance of five existing DL models (i.e., BornoNet, EkushNet, DenseNet,
Xception, and MobileNetV2). We selected the merged dataset for training
and testing the models. To evaluate the performance, we calculated several
evaluation metrics during the training and testing phases, including training
accuracy, validation accuracy, test accuracy, loading time, testing time, and
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model size as shown in Table 7. Loading time is calculated by loading each
model ten times and measuring the mean and standard deviation. Testing
time is the time to test mixed datasets on each model. The model size is the
amount of memory consumed when a model is saved on a memory device.
According to the results, DenseNet showed the highest accuracy for Bangla
character recognition, although the proposed model outperformed the other
DL models. In terms of model size, loading, and testing time, the proposed
model outperformed all the existing DL models considered in this study. Thus,
the proposed model can process the data faster and consumes less memory.

Table 7: Comparison between several existing DL models and the proposed
model

Model Train acc. (%) Val acc. (%) Test acc. (%) Loading time (sec)  Testing time (sec) Model size (MB)
BornoNet 94.70 96.14 96.28 1.974 £0.034 8.813 +£0.179 51.6
EkushNet 96.40 96.70 96.71 2.801 £+ 0.0307 9.235 +0.084 18.6
DenseNet 98.51 96.88 96.90 36.35 +0.75 98.879 4 0.829 144.3
Xception 97.46 96.58 96.63 48.42 +1.10 58.956 4 1.898 403.2

MobileNetV2 96.80 96.14 96.22 20.956 + 0.588 26.05 + 1.68 28.4
Proposed model ~ 97.84 96.79 96.87 1.911+0.112 7.956+1.918 13.2

4.4 Limitation of the Study and Future Research
Directions

One limitation of this study is the generalizability of the findings to a new
real-world dataset for handwritten Bangla characters. While we evaluated the
proposed lightweight DL model on four existing datasets and their merged
dataset, the performance may vary on unseen data from different sources. To
address this limitation, future research should include evaluations on diverse
and larger datasets, encompassing a wide range of writing styles and variations
in handwriting. Another limitation is that the current study did not include
a comparison of FLOPs (Floating Point Operations) in the evaluation of the
proposed approach against existing works. FLOPs provide valuable insights
into the computational efficiency and resource requirements of deep learning
models. Incorporating FLOPs comparison would give a more comprehensive
understanding of the trade-offs between model accuracy and computational
cost.

In the future, we plan to conduct an ablation study to further validate
the effectiveness of the proposed approach. This study will involve systemati-
cally removing blocks from the proposed model and evaluating its performance
under different configurations. By analyzing how the reduction in the number
of blocks affects the model size and recognition accuracy, we can gain insights
into the trade-offs between model complexity and performance. This will help
optimize the proposed approach for specific deployment scenarios and resource
constraints. Additionally, we aim to extend the performance comparison of
the proposed model with state-of-the-art models using FLOPs.
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Furthermore, we will explore the robustness of the proposed model by
conducting evaluations on larger and more diverse datasets. This will allow
us to assess its ability to handle variations in handwriting styles, noise, and
different writing conditions commonly encountered in real-world scenarios.
Lastly, to ensure the proposed approach’s usability in practical applications,
we will consider real-time implementation and deployment on resource-limited
devices such as smartphones, for instance, by extending the Lear2Write app [6].

5 Conclusions

This study presented a comparative analysis of the existing DL models and
proposed a new lightweight CNN model for HBCR. For this, we used four
public datasets for Bangla letters and digits. In addition, we created a com-
bined dataset by merging all four datasets. For the comparative performance
analysis, we trained each existing DL, model on one dataset and tested it on
the rest of the datasets. Thus, we examined the consistency of the models’
performance for all datasets. The results showed that DenseNet outperformed
the other existing models used in this study for handwritten Bangla alphabets
and digits recognition. It is also observed that the models were trained well
with the ISI alphabet dataset as the models obtained the highest test accu-
racy for the rest of the alphabet datasets. To evaluate the performance of the
proposed model, this study calculated model size, loading, and testing time in
addition to the accuracy. We compared our proposed model to the existing DL
models in terms of these evaluation parameters. The results showed that the
proposed model outperformed all existing models in terms of processing time
and model size. In terms of accuracy, our model achieved the highest accuracy
compared to most of the existing models used in this study for handwritten
Bangla character recognition. Thus, the proposed lightweight Bangla hand-
written recognition model could be useful for real-world applications related
to the Bangla language.
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